
Buy from AM

http://www.am

OverviewofMarkov-based
WebIRsystems

Amy Langville
Carl Meyer

Department of Mathematics
North Carolina State University
Raleigh, NC



Buy from AM

http://www.am

Outline

Background (25 %)

HITS (20 %)

PageRank (55 %)



Buy from AM

http://www.am

World’s Largest Collection = WWW

Unique Features:

• Immense – some estimate > 10 billion pages

• Dynamic

• Growing – exponential, yet anticipated slowdown

• No editorial review process – broken links, redundancy, ...

• Business potential – leads to spamming

• Hyperlinks !
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Some WWW Stats from Google

June 2002:

• Each page averages about 10K

• Currently indexes 3.08 billion webpages (July 2003)

• Receives 150 million search requests/day

• Serves 4000 searches/sec during peak times

• Uses 15,000 computers
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Exploiting the Hyperlinks

Indexing and Ranking

• Must index key terms on each page
— Robots crawl the web — software does indexing

• Inverted file structure
— Term1 → Pi, Pj, . . .

— Term2 → Pk, Pl, . . ....

• Attach an importance rating to Pi, Pj, Pk, Pl, . . .

• Direct query matching
— Q = Term1, T erm2, . . . produces Pi, Pj, Pk, Pl, . . .

• Return Pi, Pj, Pk, Pl, . . . to user in order of importance



:
Database Total Size Estimates

Search Engine Statistics

by Greg R. .Notess

Search Engine
Showdown

Estimate
(millions)

Claim 
(millions)

Google 3,033 3,083
AlltheWeb 2,106 2,112
AltaVista 1,689 1,000
WiseNut 1,453 1,500
Hotbot 1,147 3,000

MSN Search 1,018 3,000
Teoma 1,015 500

NLResearch 733 125
Gigablast 275 150

Data from: Dec. 31, 2002

Based on AlltheWeb reported size and percentages 
from relative size showdown

AlltheWeb: 2,106,156,957 reported

The table above gives the Showdown Estimate and recent claims as to how many millions of Web 
pages have been indexed and included in the various search engines' databases. These estimates are 
based on exact counts obtained from AlltheWeb on the date of the comparison, and those numbers are 
multiplied by the percentage of a search engine's total hits from the searches used on the 

 as compared to the number found by AlltheWeb. The Showdown Estimate is then an 
average of those two numbers. It aims to give the searcher a very approximate estimate of the 

 of the database -- the part of the database from which the searcher may actually see results. While 
the terms used for the  searches are not chosen completely at random, they 
were chosen from a variety of subject areas and countries so as to meet the criteria outlined 
in the .

Relative Size 
Showdown

effective 
size

Relative Size Showdown

methodology

AlltheWeb provided me with a technique (which unfortunately I am not permitted to disclose) which 
gives an exact count of the records in their database, even though that does differ from their published 
claim on the front page of their site.

So why these discrepancies between claimed size and the Showdown Estimates? Bear in mind that 
these are very rough estimates and that they are based on actual search results. There are several factors 
to consider which may explain these results beyond the limit of basing the estimates on a small number 
of searches and on only AlltheWeb's reported numbers.

7/14/03 1:08 PMSearch Engines Statistics: Database Total Size Estimates Estimates

Page 1 of 2http://www.searchengineshowdown.com/stats/sizeest.shtml
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Focusof thisTalk

How to attach importance to

rank
direct–matched pages ?
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One Approach to Ranking: HITS

Authorities Hubs

• Good hub pages point to good authority pages

• Good authorities are pointed to by good hubs
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HITS Algorithm
Hypertext Induced Topic Search (J. Kleinberg 1998)

Determine Authority & Hub Scores

• ai = authority score for Pi • hi = hub score for Pi

Successive Refinement

• Start with hi(0) = 1 for all pages Pi Lij =
{

1 Pi → Pj

0 Pi �→ Pj

• Successively refine rankings

— For k = 1,2, . . .

ai(k) =
∑

j:Pj→Pi

hj(k − 1) ⇒ ak = LThk−1

hi(k) =
∑

j:Pi→Pj

aj(k) ⇒ hk = Lak

— A = LTL ak = Aak−1 → e-vector

— H = LLT hk = Hhk−1 → e-vector
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Compromise

1. Do direct query matching
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Compromise

1. Do direct query matching

2. Build neighborhood graph
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Compromise

1. Do direct query matching

2. Build neighborhood graph

3. Compute authority & hub scores for just the neighborhood
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Pros & Cons

Advantages

• Returns satisfactory results

— Client gets both authority & hub scores

• Some flexibility

Disadvantages

• Too much has to happen while client is waiting

— Custom built neighborhood graph needed for each query

— Two eigenvector computations needed for each query

• Scores can be manipulated by creating artificial hubs

Remnants of HITS in Citeseer
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Approach to Ranking: PageRank

The PageRank Idea (Sergey Brin & Lawrence Page 1998)

• Ranking is preassigned (An off-line calculation)

• Your page P has some rank r(P )

• Adjust r(P ) higher or lower depending on ranks of pages that
point to P

• Importance is not just number, but quality of in-links

— role of outlinks relegated

— much less sensitive to spamming
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PageRank
The Definition

• r(P ) =
∑
P∈BP

r(P )
|P |

— BP = {all pages pointing to P}
— |P | = number of out links from P

Successive Refinement

• Start with r0(Pi) = 1/n for all pages P1, P2, . . ., Pn

• Iteratively refine rankings for each page

— r1(Pi) =
∑

P∈BPi

r0(P )
|P |

— r2(Pi) =
∑

P∈BPi

r1(P )
|P |

. . .

— rj+1(Pi) =
∑

P∈BPi

rj(P )
|P |
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In Matrix Notation
After Step j

• πT
j =

[
rj(P1), rj(P2), . . ., rj(Pn)

]
• πT

j+1 = πT
j P where pij =

{
1/|Pi| if i → j

0 otherwise

• PageRank = lim
j→∞

πT
j = πT

(provided limit exists)

It’s A Markov Chain

• P =
[
pij

]
is a stochastic matrix (row sums = 1)

• Each πT
j is a probability distribution vector

(∑
i
rj(Pi)=1

)
• πT

j+1 = πT
j P is random walk on the graph defined by links

• πT = lim
j→∞

πT
j = stationary probability distribution
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Random Surfer

Web Surfer Randomly Clicks On Links

• Long-run proportion of time on page Pi is πi

(Back button is not a link. But, Fagin et.al. 2000 done back button modeling.)

Problems

• Dead end page (nothing to click on)
— πT not well defined

• Could get trapped into a cycle (Pi → Pj → Pi)
— No convergence

Convergence

• Markov chain must be irreducible and aperiodic

Bored Surfer Enters Random URL

• Replace P by P̃ = αP + (1 − α)E where eij = 1/n α ≈ .85

— Different E’s and α’s allow customization & speedup
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PageRank becomes . . .

Computing πT for irreducible, aperiodic Markov chain with

transition probability matrix P̃ = α P + (1 − α)/n e eT .

• Eigenvector approach: Solve πT = πT P̃ (stationary vector)

⇒ Power Method: πT
j+1 = πT

j P̃ = α πT
j P + (1 − α)/n eT

• Linear system approach: πT (I − P̃) = 0

— After some algebra: πT (I−α P) = 1/n eT (too big for direct solves)

“The World’s Largest Matrix Computation” (C. Moler)
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PageRank Tinkerings

• Convergence Criteria

+ stop iterating when ordering converges. (Haveliwala et.al.)

• Personalization vector: E = e vT (vT > 0,
∑

i vi = 1)

+ does not affect convergence properties.

+ aids against spammers.

• α

— for α near 1, number of iterations increases dramatically.

+ for α ≈ .85 Google runs 50-100 iterations.

• Forced Irreducibility: E is one way to insure πT exists
+ There are others
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CurrentWebIRChallenges
Speed Improvements

identifying clusters

using clusters

enhancing power method

Updating

Spam Prevention




