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Solution: Power Method

p (k+1)T = p(k)T P

Given pT, P, P, find p T
~ ~

0 1/2 1/2 0 0 0 0

0 0 0 0 0 0 1

1/3 1/3 0 0 1/3 0 0

0 0 1/3 0 1/3 1/3 0

0 0 0 1/2 0 1/2 0

0 0 0 1/2 1/2 0 0

0 0 1/2 0 1/2 0 0

Naïve Solution: full recomputation, power method on P on monthly basis
~

• Partition Nodes into two sets, G and G

• Aggregate: lump nodes in G into one supernode

• Solve small | G+1| ´ | G+1| chain called A

• Disaggregate to get approximation to full-sized PageRank

• Iterate
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• Iterative aggregation converges to PageRank vector for all partitions S = G È G.

• There always exists a partition such that the asymptotic rate of convergence is strictly less than 
the convergence rate of PageRank power method.
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• This iterative aggregation algorithm can be combined with other PageRank acceleration
techniques to achieve even greater speedups.

• Algorithm is very sensitive to partition.  Much more theoretical work must be done to determine 
which nodes go into G.

• We need faster machines with more memory to test on larger datasets, >500K pages.  Testing 
requires storage of more vectors and matrices, such as stochastic complements and 
censored vectors.

The PageRank Problem

The Iterative Aggregation Solution to Updating
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• We need actual datasets that vary over time. Currently, we are creating artificial updates to datasets.

Residual Plot of 4 solution 
methods applied to

NCState.dat

using Quad(10), |G|=1000


