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Light Perron–Frobenius

Uncoupling The Perron Vector

An×n Nonnegative & Irreducible

Ax = ρx ρ = Spec Radius x > 0
∑
xi = 1

Partition A =


A11 A12

. . . A1k

A21 A22
. . . A2k

...
...

. . .
...

Ak1 Ak2
. . . Akk

 x =


x1

x2...
xk


The Goal

Determine each xi independently

Each xi should solve a P–F problem of size ∼ Aii



Perron Complementation

A =

[
A11 A12

A21 A22

]
P11 = A11 + A12(ρI− A22)−1A21

P22 = A22 + A21(ρI− A11)−1A12

A =


A11 ? A1i ? A1k

? ? ? ?

Ai1 Aii Aik

? ? ? ?

Ak1 ? Aki ? Akk

 Pii = Aii + Ai?(ρI − Aii)−1A?i



Inheritance
(Fun with M–matrices)

Each Pii = Aii + Ai?(ρI− Aii)−1A?i inherits properties from A

Nonnegativity: A ≥ 0 =⇒ Pii ≥ 0

Irreducibility: A irreducible =⇒ Pii irreducible

Spec Radius: ρ = Sp Radius(A) =⇒ ρ = Sp Radius(Pii)



Uncoupling — Coupling

Perron Complement Vectors

z1 z2
. . . zk where Piizi = ρzi zi > 0 eTzi = 1

eT = [ 1 1 .. . 1 ]

The Problem

Couple zi’s together to build Perron vector for A

x =


y1z1

y2z2...
ykzk





A Common Theme

Restriction Operator Prolongation Operator

R =


eT

eT
. . .

eT


k×n

P =


z1

z2
. . .

zk


n×k

RP = I

Coupling Matrix

C = RAP =
[
eTAijzj

]
k×k



More Inheritance

C = RAP inherits properties from A

Nonnegativity: A ≥ 0 =⇒ C ≥ 0

Irreducibility: A irreducible =⇒ C irreducible

Spec Radius: ρ = Sp Radius(A) =⇒ ρ = Sp Radius(C)



Putting Things Together

Another P–F Problem Ck×ky = ρy, y > 0, eTy = 1

Coupling Coefficients Perron Complement Vectors

y =


y1

y2...
yk

 z =


z1

z2...
zk


Perron Vector of A

x = y ⊗ z =


y1z1

y2z2...
ykzk





For A =
[

A11 A12

A21 A22

]
1. Form

P11 = A11 + A12(ρI− A22)−1A21

P22 = A22 + A21(ρI− A11)−1A12

2. Solve P11z1 = ρz1 and P22z2 = ρz2

3. Form C2×2 =
[
eTAijzj

]
4. Solve Cy = ρy

5. Form x =
[

x1

x2

]
=
[
y1z1

y2z2

]



1. Form
• P11 = A11 + A12(ρI− A22)−1A21

• P22 = A22 + A21(ρI− A11)−1A12

2. Solve P iizi = ρzi ←− Divide & Conquer
• Implement “Fork–Join”
• Makes a Parallel Algorithm

3. Form C 2×2 =
[
eTAijzj

]
←−

 y1 =
eTA12z2

ρ− eTA11z1 + eTA12z2

y2 = 1− y1

4. Solve Cy = ρy

5. Form x =
[

x1

x2

]
=
[
y1z1

y2z2

]



Censoring Markov Chains

Observe process only on a Subset (cluster) of states

When cluster is left, go to sleep until cluster is re-entered

j

i
pij

j

i
qijpij

(Uncensored) (Censored)

pij = P (i to j directly) qij = P (re-enter at j / leave from i)

Censored Transition Probability ≡ pij + qij



Censored Transition Matrices

THEOREM

If A =


A11 A12

. . . A1k

A21 A22
. . . A2k

...
...

. . .
...

Ak1 Ak2
. . . Akk

 is the transition matrix for an

irreducible chain, then the Perron (stochastic) complement

Pii = Aii + Ai?(I− Aii)−1A?i is the censored transition matrix

for the ith cluster



Uncoupling By Censoring

Censored Distributions

zTi = stationary distribution of Pii

Coupling Matrix

C =
[
zTi Aije

]
Coupling Distribution

yT = [ y1 y2
. . . yk ] = stationary distribution of C

Global Distribution

xT = [ y1zT1 y2zT2 . . . ykzTk ] = stationary dist of A



Nearly Uncoupled Chains

Weakly Coupled Clusters

‖Aij‖ ≤ ε for i 6= j

Approximate

Pii = Aii + Ai?(I− Aii)−1A?i ≈ Aii +
(

Something
Simple

)
= P̃ii

Aggregation/Disaggregation Approximations

P̃ii −→ z̃Ti −→ C̃ −→ ỹT −→ x̃T = [ ỹ1z̃Ti . . . ỹkz̃Tk ]

Error Analysis

Grace Cho — NCSU


